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Background:
Virtual Human Body

Goal: Virtual human behavior that supports interaction with 
humans in virtual world
Capabilities:
Basic Physical Behavior

– Walking, grasping

Nonverbal, expressive behavior
– Gestures, facial expressions, gaze

Requirements:
Spontaneous, interactive

– Responsiveness to events
– Constraints on realization

Presenter
Presentation Notes
The goal of this research is virtual human behavior that supports interaction with humans in a virtual worldTo that end, the virtual human body  must be able to perform basic physical behavior such as walking around in the environment and grasping objects. It must also perform the behaviors associated with face-to-face spoken interactions including the various way gestures are used such as to to emphasize points, making reference to objects, or illustrate, how the face conveys emotions or all the ways we use gaze - for example to start a conversation. Further the body must be capable of performing these behaviors on the fly - in response to unexpected events- handcrafted long canned animations are problematic for us if they interfere with this responsiveness. There is also a concern here that it must also look goodWe tend not to focus on the basic physical behaviors - game companies - rather we focus on the nonverbal and expressive behaviors.In this talk will focus on nonverbal behavior - specifically gestures - because our research tends to focus on non-verbal and expressive behavior. Why? There are many people working on such things like walking - for games and the like. We just want to leverage that work. However Nonverbal and expressive is a different issue. We special concern here:Our research goal is virtual humans that can engage in dialog as David Traum will discuss. As Jon just described our vhumans have a comparatively rich emotional inner state in keeping with our goal of immersing them into high stress situations. vhumans that. So we are particularly concerned with nonverbal and expressive behaviors and are uniquely positioned to undertake research on it and exploit it
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Background:
Function of Nonverbal Behavior

Nonverbal behaviors serve functions

INTERACTIONAL
Awareness/Recognition
Initiate/Break contact
Take/Give turns

PROPOSITIONAL
Emphasize/Contrast
Refer
Depict feature
Change topic
Request/Give feedback

AFFECTIVE
Express Emotion, Attitudes
Reveal Traits, Culture

Raise eyebrows

Gaze towards     Posture      Nod

Smile       Shake head     Beat

Point     Gaze away     Gesture

Lower eyebrows     Toss head

Body orientation      Pause

Presenter
Presentation Notes
Now when I say we tend to focus more on nonverbal  behavior this is still a large challenge. The body is a wide conduit for information in face-to-face interaction. And our virtual humans need to exploit this mapping between behaviors and the impact those behaviors have on the observer.
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Behavior Models & Animation Controllers
Based on Research

Behavior
Markup

Virtual Humans Unleashed:
Research flowing into Tools

VHuman 
Brain

Reasoning
Language
Emotion

NonVerbal
Behavior
Generator

Functional
Markup

Studies
Of

Human  
Behavior

Emotion
Evoking
Game

Computational Models of Behavior

Facial Expression, Gaze, Gesture, 
Posture, Cultural Differences

Establish International Standards

Applications

ELECT

RAPPORT

SAS
O

Bandit

Encoding: What
behaviors to
use?

Realization: What is physical
manner of behaviors?
How to animate, schedule & 
compose them?

SmartBody
Animation

VHuman
Behavior Subsystem
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Nonverbal Behavior Generator

Research
– Learning the relation
– Not focus today

Also a tool for application development
– Today’s focus:
– Tailoring to a specific application

Goal
– Modeling relation between function and nonverbal behavior
– Robust NVB Generation that can use markup of communicative function if provided, 

but can also extract/infer it from the surface text, if not
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Open-SmartBody

SmartBody: an open source modular framework for 
animating ECAs in real-time

Goals of the SmartBody project:

– Exploit a range of animation techniques that best 
address ECA requirements

– Support community-wide research in animation 
techniques for ECAs 

– Foster collaboration on components for developing 
ECA applications

– Support reuse across a range of projects
– Lower the barrier of entry for application development 

(today’s focus)

Presenter
Presentation Notes
…These efforts will lower the barriers of entry for new research.
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NVBG and SmartBody projects
Over 10 projects inside USC 
and growing interest outside 
of USC

SASO-ST 
– SmartBody controls 2 

characters in a 3-party live 
conversation

ELECT
– Outside game company 

crafted own characters and 
motions

Virtual Patient
– Standardized patient for 

training health-care 
professionals

Virtual Rapport

Versatile:
– Significant re-use of motions, 

procedural controllers. 

– Varying agent designs, speech 
systems, game engines.

Presenter
Presentation Notes
Our use of technologies like SmartBody has reduced the development time of these systems from several years to a few months.
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